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A B S T R A C T

Equivalence checking is used to verify whether two programs produce equivalent outputs when given
equivalent inputs. Research in this field mainly focused on improving equivalence checking accuracy and
runtime performance. However, for program pairs that cannot be proven to be either equivalent or non-
equivalent, existing approaches only report a classification result of unknown, which provides no information
regarding the programs’ non-/equivalence.

In this paper, we introduce PASDA, our partition-based semantic differencing approach with best effort
classification of undecided cases. While PASDA aims to formally prove non-/equivalence of analyzed program
pairs using a variant of differential symbolic execution, its main novelty lies in its handling of cases for which
no formal non-/equivalence proof can be found. For such cases, PASDA provides a best effort equivalence
classification based on a set of classification heuristics.

We evaluated PASDA with an existing benchmark consisting of 141 non-/equivalent program pairs. PASDA
correctly classified 61%–74% of these cases at timeouts from 10 s to 3600 s. Thus, PASDA achieved equivalence
checking accuracies that are 3%–7% higher than the best results achieved by three existing tools. Furthermore,
PASDA’s best effort classifications were correct for 70%–75% of equivalent and 55%–85% of non-equivalent
cases across the different timeouts.
1. Introduction

In the context of software programs, the goal of functional equiva-
lence checking is to verify whether two programs produce equivalent
outputs when given equivalent inputs (Godlin and Strichman, 2009).
This information can be used, for example, to verify compiler optimiza-
tions (Dahiya and Bansal, 2017), to provide assurance that refactorings
do not introduce unintended functional changes (Person et al., 2008),
to check whether changes in libraries affect their clients (Mora et al.,
2018), or even for security related analyses such as distinguishing
benign integer overflows from harmful ones (Sun et al., 2016) and clas-
sifying which malware family a given program belongs to (Mercaldo
and Santone, 2021).

Classification accuracy and runtime performance of equivalence
checking approaches have seen continuous improvements throughout
the years (Person et al., 2011; Backes et al., 2013; Felsing et al.,
2014; Jakobs and Wiesner, 2022), which has enabled these approaches
to provide non-/equivalence proofs for more complex programs in
shorter amounts of time. However, for cases that cannot be proven
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to be either equivalent or non-equivalent, existing approaches such
as UC-KLEE (Ramos and Engler, 2011), PEQcheck (Jakobs, 2021), and
ARDiff (Badihi et al., 2020) only output a classification of Unknown,
which provides no indication about the potential non-/equivalence
of the two analyzed programs. For example, ARDiff classifies the
two equivalent programs shown in Listing 1 as well as the two non-
equivalent programs shown in Listing 2 as Unknown, but does not
provide any further information beyond this.

In this paper, we introduce PASDA, our partition-based semantic
differencing approach with best effort classification of undecided cases.
While PASDA aims to formally prove non-/equivalence of analyzed
program pairs, its main novelty lies in its handling of cases for which
no such formal proof can be found. Instead of classifying all such cases
as Unknown, PASDA reports a best effort equivalence classification of
either Maybe_Eq or Maybe_Neq if it can provide at least part of a non-
/equivalence proof on either the program or partition level. In this
way, PASDA offers a more complete description of program behaviors
than existing approaches since it reduces the part of the input space for
which no information is provided.
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1 double eq_v1(int x, double y) {

2 for (int i = 0; i < 1 ; i++) { x += 0 ; }

3 return x + y + 1 ;

4 }
5
6 double eq_v2(int x, double y) {

7 for (int i = 0; i < x ; i++) { x *= 1 ; }

8 return 1 + x + y;

9 }

Listing 1: Example of two equivalent programs.

1 double neq_v1(double x) {

2 if (x <= 0) { return 1 ; }

3 if (x > 9) { return Math.tan( 1 * x); }

4 return Math.tan( 1 * x) < 0 ? -1 : 0;

5 }
6
7 double neq_v2(double x) {

8 if (x <= 0) { return 2 ; }

9 if (x > 9) { return Math.tan( 2 * x); }

0 return Math.tan( 2 * x) < 0 ? -1 : 0;

1 }

Listing 2: Example of two non-equivalent programs.

For example, PASDA classifies the two equivalent programs in
isting 1 as Maybe_Eq rather than Unknown because it can provide
quivalence proofs for all partitions up to a pre-configured depth limit
or loop exploration. For the two non-equivalent programs in Listing 2,
ASDA can even provide an overall non-equivalence proof, thus clas-
ifying the two programs as Neq rather than Unknown. In this case, the
ight identified partitions (see Table 3) of the non-equivalent programs
re classified as either Eq, Neq, Maybe_Neq, or Unknown depending on
hether (i) both, (ii) one of, or (iii) none of reachability and output
on-/equivalence can be proven.

To further improve the utility of its outputs, PASDA does not
nly process this partition-level information internally, but also reports
t as supporting information alongside its program-level equivalence
lassification results. Specifically, for each input partition that PASDA

identifies during a symbolic execution (King, 1976) of the two target
programs, it aims to collect (a) concrete and symbolic input and output
values, (b) a partition-level equivalence classification, and (c) the lines
of code that are covered by the corresponding execution path. Such
information has been found to benefit developers’ understanding of
program analysis results (LaToza and Myers, 2010; Parnin and Orso,
2011; Winter et al., 2022). Similar information is provided by some
existing equivalence checking approaches such as DSE (Person et al.,
2008), SymDiff (Lahiri et al., 2012), and PRV (Böhme et al., 2013).

Our implementation of PASDA takes the source code of two Java
programs as its input and first constructs a product program (Barthe
et al., 2011; Beckert and Ulbrich, 2018) that combines the behavior of
these two target programs. PASDA then uses the symbolic execution
engine Symbolic PathFinder (Păsăreanu and Rungta, 2010) to sym-
bolically execute the product program. For each partition identified
during the symbolic execution, PASDA collects the corresponding path
condition and symbolic output values of the two target programs. This
information is sent to the theorem prover Z3 (De Moura and Bjørner,
2008) to produce an equivalence classification for each partition. Once
all partitions have been analyzed, PASDA aggregates the partition-level
results to produce a program-level result. If the program-level result
is a proof of non-/equivalence, PASDA reports this as the final result
of its analysis. Otherwise, PASDA employs iterative abstraction and
2

refinement of unchanged parts of the source code (Badihi et al., 2020)
to conduct further analysis iterations until a non-/equivalence proof is
found or a given timeout is reached.

We evaluated the equivalence checking accuracy and runtime per-
formance of PASDA with an existing benchmark (Badihi et al., 2020)
consisting of 73 equivalent and 68 non-equivalent program pairs and
compared the results to the three existing tools ARDiff (Badihi et al.,
2020), DSE (Person et al., 2008), and PRV (Böhme et al., 2013). PASDA
correctly classified 61%–74% of analyzed cases at six different timeout
settings ranging from 10 seconds (s) to 3600 s. In our evaluation,
PASDA’s classification accuracy is, therefore, 3%–7% higher than those
that we observed for the three existing tools, which correctly classified
at most 58% of cases at the 10 s timeout setting and at most 67%
of cases at the 3600 s timeout setting. Furthermore, PASDA’s best
effort classifications for undecided cases were correct for 70%–75% of
equivalent cases and 55%–85% of non-equivalent cases across the six
analyzed timeout settings.

We envision that PASDA’s best effort equivalence classifications
and corresponding partial non-/equivalence proofs will benefit use
cases such as test case prioritization (Khatibsyarbini et al., 2018),
fault localization (Wong et al., 2016), and general support for manual
debugging tasks. All of these use cases benefit from more complete
information about non-/equivalent program behaviors even without
full non-/equivalence proofs. While an in-depth analysis of such use
cases is beyond the scope of this paper, we plan to investigate them in
our future work.

The contributions that we make in this paper are as follows:

1. PASDA, an equivalence checking approach for software pro-
grams that provides best effort classifications for cases that
cannot be proven to be non-/equivalent,

2. an evaluation of PASDA’s equivalence checking accuracy and
runtime performance by comparing it to three state-of-the-art
equivalence checking tools using an established equivalence
checking benchmark,

3. an evaluation of PASDA’s best effort classification results,
4. a publicly available implementation of PASDA that supports

equivalence checking of Java programs.

Throughout the remainder of this paper, we first present back-
ground information on the use of symbolic execution for equivalence
checking in Section 2. In Section 3, we describe PASDA and evaluate it
in Section 4. Section 5 discusses the benefits and potential use cases of
our approach as well as threats to the validity of our results. We present
related work in Section 6 and draw the conclusions in Section 7.

2. Background

This section introduces relevant terminology that we use throughout
the rest of this paper to describe our approach. Furthermore, it provides
descriptions of the three equivalence checking approaches DSE (Person
et al., 2008), ARDiff (Badihi et al., 2020), and PRV (Böhme et al., 2013)
which originally introduced key ideas (differential symbolic execution,
iterative abstraction and refinement, and partition-based regression
verification) that we reuse in our approach.

2.1. Symbolic execution

Symbolic execution is a technique for systematically exploring all
possible execution paths of a given program (Baldoni et al., 2018;
Cadar and Sen, 2013). The main ideas employed by symbolic execution
are to (i) use symbolic rather than concrete values to represent the
program state and to (ii) follow all reachable execution paths whenever
a branching point is encountered during the execution (King, 1976). For
each execution path, symbolic execution collects a path condition that
contains the constraints that have to be satisfied by the input variables
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to reach the path, and the outputs produced by following the path,
which are represented as a function of the input variables (Păsăreanu
and Visser, 2009). The input values that satisfy a given path condition
are commonly referred to as an (input) partition.

Once all reachable paths have been explored, symbolic execution
outputs a program summary which consists of a disjunction of one or
more partition-effects pairs (Person et al., 2008). Each partition-effects
air consists of a conjunction of the path condition and corresponding
utputs of a single execution path. Unreachable paths, i.e., paths that
ave unsatisfiable path conditions, are skipped during the symbolic
xecution and not included in the program summaries. For example,
he program summary that is produced by a symbolic execution of the
rogram neq_v2 in Listing 2 is the following:

1 x<=0 ∧ RET=2
2 ∨ !(x<=0) ∧ x>9 ∧ RET=tan (2*x)
3 ∨ !(x<=0) ∧ !(x>9) ∧ tan (2*x) <0 ∧ RET=-1
4 ∨ !(x<=0) ∧ !(x>9) ∧ !(tan(2*x) <0) ∧ RET=0

Limitations of symbolic execution include its high computational
ost, its inability to produce complete summaries in the presence of
nbounded loops and recursion, and its inability to handle complex ex-
ressions (e.g., non-linear arithmetic) which are intractable for modern
ecision procedures (Person et al., 2008; Cadar et al., 2011; Cadar and
en, 2013).

.2. Differential symbolic execution

Differential symbolic execution (DSE) uses symbolic execution to
haracterize differences in the input–output behavior of two pro-
rams (Person et al., 2008). More specifically, DSE first collects sum-
aries of the two target programs via symbolic execution. It then

ompares these summaries to identify inputs for which the two pro-
rams produce different outputs. If no differences in the input–output
ehavior are identified, the two programs are equivalent and DSE
oes not produce any further output. However, if the two programs
re non-equivalent, DSE outputs a behavioral delta that consists of the
on-equivalent input partitions and corresponding outputs that are
roduced for these inputs by the two target programs.

To avoid some of the limitations of symbolic execution, DSE re-
laces parts of the source code that are unchanged across the two target
rograms with calls to uninterpreted functions (UIFs) before running
he symbolic execution. For example, assuming that line 2 of eq_v1 is

syntactically equivalent to line 7 of eq_v2 in Listing 1, both lines would
e replaced with a UIF call 𝑥 = 𝑈𝐼𝐹 (𝑥). While this abstraction would
ead to an overapproximation of actual program behavior, it would
nable DSE to prove the two programs to be equivalent without having
o bound the number of loop iterations that are analyzed. Similar
enefits can be achieved when abstracting program constructs such as
ecursion and non-linear arithmetic that are also difficult for symbolic
xecution to handle.

One of the main limitations of DSE is that it needs to fully analyze
oth target programs before an equivalence classification can be pro-
uced. This makes it unsuitable for use cases where its execution time
xceeds given time constraints. Furthermore, DSE exhibits lower equiv-
lence checking accuracy than more recent tools such as ARDiff (Badihi

et al., 2020). Finally, even though DSE produces behavioral deltas
for Neq partitions, it does not provide input–output descriptions for
partitions classified as Eq or Unknown. For example, DSE classifies the
programs in Listing 1 as Unknown due to depth-limiting, and Listing 2
as Unknown due to the presence of the tan() function (which generally
is not fully modeled by modern decision procedures), but does not
3

provide any information beyond this. f
2.3. Iterative abstraction and refinement

The goal of ARDiff (Badihi et al., 2020) is to reduce the number
f programs that cannot be provably classified as non-/equivalent due
o the introduction of UIFs while preserving the benefits that this
bstraction provides. ARDiff accomplishes this through an iterative

process that starts with the same abstraction of unchanged source code
that DSE uses. If no non-/equivalence proof can be found at this level of
abstraction, ARDiff refines one of the UIFs, replacing it with the original
unchanged source code. The resulting partially refined program is
again checked for equivalence, and further refinement iterations are
conducted until non-/equivalence can be proven, no further refinement
is possible, or a timeout is reached.

To choose which UIF should be refined in each iteration, ARDiff
employs three heuristics. Heuristic 1 (H1) marks those UIFs as re-
finement candidates for which an assignment exists that enables a
non-/equivalence proof irrespective of the assignments of all other
UIFs. Heuristic 2 (H2) marks those UIFs as refinement candidates that
occur a different number of times in the two programs. Heuristic 3 (H3)
then ranks the refinement candidates according to how deeply they are
nested in loops and how many non-linear arithmetic operations each
candidate replaces. If no refinement candidates are identified by H1
and H2, all UIFs are included in H3’s ranking. The UIF with the lowest
rank is refined. We refer the reader to Badihi et al. (2020) for a more
detailed description of the three heuristics.

While ARDiff achieves better equivalence checking accuracy than
DSE, this comes at the cost of longer runtimes. Furthermore, ARDiff
inherits DSE’s requirement that the two target programs have to be fully
analyzed before an equivalence classification can be provided. Finally,
ARDiff does not preserve DSE’s behavioral deltas as a description of
non-equivalent program behaviors — it only produces program-level
equivalence classifications. For example, ARDiff reports the two cases
shown in Listings 1 and 2 as Unknown for the same reasons as DSE,
but does not provide any other information beyond these equivalence
classifications.

2.4. Partition-based regression verification

DSE and ARDiff both need to fully analyze the two target pro-
rams before a non-/equivalence proof can be provided. Partition-based
egression verification (PRV), on the other hand, can provide non-
quivalence proofs for many cases after only a partial analysis of
he target programs (Böhme et al., 2013). PRV accomplishes this by
hecking non-/equivalence on the partition level instead of the program
evel. With this approach, two programs are proven to be equivalent if
ll partitions can be proven to be so, which still requires a full analysis.
owever, two programs are proven to be non-equivalent as soon as the
irst input partition for which the two target programs produce different
utputs is identified.

PRV’s analysis starts by identifying a random assignment of input
alues from the common input space of the two target programs. These
nputs are used to execute both programs, which provides the program
utputs and the corresponding path conditions. Outputs are checked
or non-/equivalence, thus marking the partition as either Eq or Neq if
non-/equivalence proof is found, or Unknown otherwise. Exploration

hen continues with a new set of input values from the unexplored part
f the common input space. The process repeats until the full input
pace has been explored or some timeout is reached.

There are two main benefits that PRV’s partition-based approach
rovides: (i) non-equivalence of two programs can be proven without
full analysis of all program paths, and (ii) even if the analysis is

nterrupted ahead of time, non-/equivalence proofs for all explored
artitions are preserved. However, PRV does not employ UIFs to ab-
tract unchanged parts of the source code and, therefore, cannot benefit

rom the advantages that such an abstraction entails (see Section 2.2).
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Fig. 1. Overview of PASDA’s semantic differencing process. Elements with a white
ackground are identical to the state-of-the-art, whereas elements with a gray
ackground are modified or newly introduced by PASDA.

Furthermore, PRV still distinguishes only three equivalence classifica-
tions (Eq, Neq, and Unknown) at the partition level. For example, PRV
classifies all partitions in Listing 2 that return via line 4 in neq_v1 and
line 10 in neq_v2 as Unknown because it cannot generate inputs that
satisfy the corresponding path conditions (due to the presence of the
tan() function), but does not provide any further information beyond
the Unknown equivalence classification for these partitions.

3. The PASDA approach

Our approach, which we refer to as PASDA, combines ideas from
DSE (Person et al., 2008) (abstraction of unchanged code parts),
ARDiff (Badihi et al., 2020) (iterative abstraction and refinement), and
PRV (Böhme et al., 2013) (partition-based analysis) and further extends
them with a best effort classification of programs and partitions that
cannot be formally proven to be either equivalent or non-equivalent.

An overview of the full approach is shown in Fig. 1. PASDA starts
with a source code instrumentation step that creates a product program
which combines the two target programs 𝑝1 and 𝑝2. Starting at PASDA’s
second iteration, this step also replaces unchanged parts of the source
code of the two target programs with UIFs. Once the instrumentation is
complete, PASDA symbolically executes the product program to collect
information for equivalence checking. If non-/equivalence cannot be
proven based on the collected information, the three heuristics pro-
posed by Badihi et al. (2020) are used to choose a UIF to replace
with the original unchanged code, thereby creating two new programs
that are again checked for non-/equivalence. This iterative refinement
process continues until one of the following conditions holds: (i) equiv-
alence or non-equivalence can be proven, (ii) no further refinement is
possible, or (iii) the runtime exceeds the configured timeout.

The main difference that sets PASDA apart from existing equiva-
lence checking approaches is how it handles limitations of the used
decision procedures. For example, if a program path cannot be proven
to be reachable or unreachable, or if the outputs of two programs
cannot be proven to be equivalent or non-equivalent, existing tools
simply classify the corresponding programs or partitions as Unknown.
PASDA, on the other hand, takes a more differentiated view. Rather
than classifying all such cases as Unknown, it distinguishes between
Maybe_Eq, Maybe_Neq, and Unknown results based on a set of classifica-
tion heuristics (see Step 3 and Step 4). Furthermore, PASDA provides
not only program- and partition-level equivalence classifications, but
also aims to provide execution traces as well as concrete and symbolic
inputs and outputs for identified partitions (see Step 2 and Section 3.6)
since such information has been found to benefit developers’ under-
standing of program analysis results (LaToza and Myers, 2010; Parnin
4

and Orso, 2011; Winter et al., 2022).
1 public class ProductProgram {
2 ...
3
4 public static void main(String [] args) {
5 ProductProgram.run(${values });
6 }
7
8 public static ${type} run(${params }) {
9 ${type} result1 = ${defaultValue };
0 ${type} result2 = ${defaultValue };
1 Throwable error1 = null;
2 Throwable error2 = null;
3
4 try {
5 result1 = ${cls1}.${method1 }(${vars});
6 } catch (Throwable e) {
7 error1 = e;
8 }
9 try {
0 result2 = ${cls2}.${method2 }(${vars});
1 } catch (Throwable e) {
2 error2 = e;
3 }
4
5 checkEquivalence(error1 , error2);
6 checkEquivalence(result1 , result2);
7
8 return result2;
9 }
0
1 public static void checkEquivalence (...)
2 throws DifferentOutputsException { ... }
3 }

Listing 3: The product program template used by PASDA.

In the following, we provide more detailed descriptions of PASDA’s
five processing steps (i.e., source code instrumentation, symbolic exe-
cution, partition equivalence classification, program equivalence classi-
fication, and abstraction refinement) in Sections 3.1–3.5. A description
of the outputs that PASDA produces is then provided in Section 3.6.

3.1. Step 1: Source code instrumentation

At the start of every iteration, PASDA constructs a product pro-
gram (Barthe et al., 2011; Beckert and Ulbrich, 2018) that enables
it to check the equivalence of the two target programs in a single
symbolic execution run (Lahiri et al., 2012; Ramos and Engler, 2011).
Furthermore, starting at its second iteration, PASDA replaces parts of
the source code that are unchanged across the two target programs with
UIFs (Person et al., 2008).

Construction of the product program. Listing 3 shows the template that
is used by PASDA to construct the product program. The product
program first executes the two given target programs (lines 15 and
20) and then checks whether their effects, i.e., return values or thrown
exceptions, are equivalent (lines 25 and 26). If the effects are not
equivalent, a DifferentOutputsException is thrown. Otherwise, the
result produced by the two programs is returned as the output of the
product program (line 28).

For the product program template to be applicable to a given pair
of target programs, the following assumptions must hold: (i) the two
programs must take the same number of input arguments, and the types
of the input arguments as well as the output types of the two programs
must match, (ii) all effects produced by the two target programs must

be observable via return values or raised exceptions, and (iii) the two
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target programs must both be deterministic, i.e., both programs must
always produce equivalent effects when called with equivalent inputs.

Assumptions (i) and (ii) could potentially be lifted through a more
refined preprocessing approach. More specfically, program pairs that
do not satisfy assumption (i) could be detected and classified as non-
equivalent through a lightweight preprocessing step that compares
the input and output types of the two target programs. Furthermore,
programs that do not satisfy assumption (ii) could be transformed to
include side effects (e.g., modifications of global variables, console
outputs, etc.) in the outputs of the programs prior to equivalence
checking. We leave such improvements for future work.

Introduction of UIFs. Starting at its second iteration, PASDA uses in-
strumented variants of the two target programs as the targets of its
analysis. In these instrumented programs, parts of the source code
that are syntactically unchanged across the two original programs are
replaced with UIFs. We reuse ARDiff’s implementation (Badihi et al.,
022) of this instrumentation step, which uses GumTree (Falleri et al.,
014) to identify unchanged parts of the source code. When applied to
ur examples in Listings 1 and 2, none of the statements are replaced,
ecause each line of code contains a syntactic change.

.2. Step 2: Symbolic execution

PASDA uses Symbolic PathFinder (SPF) (Păsăreanu and Rungta,
010) to symbolically execute the product program created during the
nstrumentation step. For each identified path that is either provably
r maybe reachable (for further details on reachability, see partition
reachability classification in Section 3.3), PASDA aims to collect the
following information:

(𝑎) one partition-effects pair for each program version,
(𝑏) equivalence information for the two partition-effects pairs,
(𝑐) information about the lines of code covered by the path.

The (𝑎) partition-effects pairs and (𝑐) coverage information are
collected via listeners that hook into the lifecycle events of SPF. For
example, coverage information is collected by storing the current line
number whenever SPF raises an instructionExecuted event. The (𝑏)
quivalence information is calculated whenever a checkEquivalence
all is reached in lines 25 and 26 of the product program shown in
isting 3. For exceptions, PASDA only checks whether their types are
he same to determine non-/equivalence. For regular return values,
ASDA performs the partition equivalence classification described in
tep 3. Note that the full data for (𝑎)–(𝑐) can only be collected for
aths that (i) are (maybe) reachable, and (ii) are not depth-limited.
n the following paragraphs, we describe which parts of the data are
ollected for the remaining paths that do not satisfy these criteria.

nreachable paths. A path is said to be unreachable if its path condition
s provably unsatisfiable. For example, in eq_v1 in Listing 1, all paths
hat perform more than a single loop iteration are unreachable because
he looping condition 𝑖 < 1 cannot be satisfied anymore once 𝑖 has been
ncremented at the end of the first loop iteration. Since unreachable
aths represent program flow that cannot occur in practice, all unreach-
ble paths are skipped during the symbolic execution, and PASDA does
ot collect any of the data listed in (𝑎)–(𝑐) for them.

epth-limited paths. For paths that are not fully analyzed due to the
onfigured depth limit, PASDA only collects partial data for (a)–(c).
pecifically, it collects (𝑎′) the path condition of the path, and (𝑐′) the
overed lines of code up to the point where the depth limit was reached.
or example, when eq_v2 from Listing 1 is symbolically executed
ith a depth limit setting of 10, all inputs 𝑥 > 10 produce depth-

imited paths. For these inputs, execution proceeds as normal until
he program is about to enter the 11th loop iteration. At this point,
ymbolic execution of the current path stops with a path condition of
5

> 10, having covered only line 2. No (𝑏) equivalence information
an be collected because no return value has been produced at this
oint. The corresponding partition is classified as Depth_Limited and the
ymbolic execution then proceeds as usual for the remaining paths that
ave not been explored yet.
PASDA alternates between symbolic execution (Step 2) and partition

quivalence classification (Step 3) until all (maybe) reachable paths
ave been explored and checked for non-/equivalence. The process
hen continues with program equivalence classification (Step 4).

.3. Step 3: Partition equivalence classification

As described in the previous section, the values returned by the two
arget programs are checked for equivalence whenever the symbolic
xecution reaches the checkEquivalence call in line 26 of the product
rogram shown in Listing 3. Two factors are combined to produce the
verall partition-level equivalence classification: partition reachability
nd partition output equivalence. In this section, we describe how these
actors are calculated and how the overall partition-level equivalence
lassification is derived from them.

artition reachability classification. Reachability can be classified as
eachable, Maybe_Reachable, or Unreachable. Classification is influenced
y two factors: (i) the presence of UIFs in the path condition of the
artition (Uif = yes/no), and (ii) the result of a Z3 query that checks
hether the path condition is satisfiable (Pc-Query = Sat/Unsat/Un-
nown). An enumeration of the possible combinations of these factors
nd their corresponding classifications are shown in Table 1. For ex-
mple, paths in neq_v2 from Listing 2 that return via line 8 or 9 are
eachable. Paths that return via line 10 are Maybe_Reachable because
3 cannot prove whether 𝑀𝑎𝑡ℎ.𝑡𝑎𝑛(2 ∗ 𝑥) < 0 holds for all 𝑥. Paths
n eq_v1 from Listing 1 that perform more than one loop iteration
re Unreachable. As described in the previous section, Unreachable

partitions are skipped by the symbolic execution and, therefore, do not
have to be considered during partition equivalence classification.

Partition output equivalence classification. Output equivalence can be
classified as Eq, Neq, Maybe_Eq, Maybe_Neq, or Unknown. Classification
is influenced by three factors: (i) the presence of UIFs in the partition-
effects pairs of the current path (Uif = yes/no), (ii) the result of a Z3
query that checks whether the outputs of the two programs are non-
equivalent (Neq-Query = Sat/Unsat/Unknown), and (iii) the result of
a Z3 query that checks whether the outputs of the two programs are
equivalent (Eq-Query = Sat/Unsat/Unknown). An overview of the possi-
ble combinations of these factors and their corresponding classifications
are shown in Table 2. For example, the path that returns via line 2 in
neq_v1 and line 8 in neq_v2 in Listing 2 is classified as Neq, whereas the
path that returns via line 3 in neq_v1 and line 9 in neq_v2 is classified
as Unknown because Z3 cannot prove whether or not 𝑀𝑎𝑡ℎ.𝑡𝑎𝑛(1 ∗ 𝑥)
and 𝑀𝑎𝑡ℎ.𝑡𝑎𝑛(2 ∗ 𝑥) are equivalent for all 𝑥.

Overall partition equivalence classification. The partition reachability
classification and partition output classification are combined to pro-
duce the overall partition-level equivalence classification. Specifically,
a reachability result ofMaybe_Reachable turns Neq results intoMaybe_Neq
results (because in this case, it is not possible to prove that the non-
equivalence can be observed in a concrete execution of the two original
programs). For all other combinations, the overall classification is the
same as the output classification. Thus, each partition is assigned to one
of six equivalence classes: Eq, Neq, Maybe_Eq, Maybe_Neq or Unknown
if the partition is not depth-limited (as described in this section), or
Depth_Limited otherwise (as described in the previous section). Classi-
fication results are returned to Step 2 which then continues with the

analysis of the remaining paths of the product program.
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Table 1
Partition reachability classification.
Uif Pc-Query Reachability classification

No Sat Reachable
No Unsat Unreachable
No Unknown Maybe_Reachable
Yes Sat Maybe_Reachable
Yes Unsat Unreachable
Yes Unknown Maybe_Reachable

Table 2
Partition output equivalence classification.
Uif Neq-Query Eq-Query Output classification

∗ Unsat ∗ Eq
∗ Unknown Sat Maybe_Eq
∗ Unknown Unsat Neq
∗ Unknown Unknown Unknown
No Sat ∗ Neq
Yes Sat Sat Maybe_Neq
Yes Sat Unsat Neq
Yes Sat Unknown Maybe_Neq

3.4. Step 4: Program equivalence classification

Once the symbolic execution concludes, the results of the partition-
level equivalence classifications are aggregated to produce the program-
level equivalence classification of the current iteration. A program-level
result of Eq is reported if all partitions could be identified, analyzed,
and proven to be Eq within the given timeout. A result of Maybe_Eq is
reported if at least some partitions were identified and classified as Eq
or Maybe_Eq but none were classified as Neq or Maybe_Neq. Otherwise,
the program-level result is determined by the partition-level result with
the highest priority, where priorities are as follows: Neq > Maybe_Neq
> Unknown > Depth_Limited. For example, Table 3 lists the partition-
level data obtained by PASDA for neq_v1 and neq_v2 in Listing 2.
Because at least one partition is classified as Neq, the two programs are
classified as Neq. Special handling exists to provide classifications in the
presence of errors and timeouts. If an error (e.g., OutOfMemoryError)
occurs during PASDA’s execution, a classification of Error is reported. If
PASDA cannot analyze even a single partition within the given timeout,
a classification of Timeout is reported.

3.5. Step 5: Abstraction refinement

Abstraction refinement takes place at the end of an iteration if
neither equivalence nor non-equivalence can be proven. Refinement,
in this case, refers to the process of selecting one of the UIFs that
were introduced during the instrumentation step and marking it to be
excluded from abstraction in all following iterations. Consequently, the
number of UIFs that remain in the instrumented programs is reduced by
one for every iteration that concludes with a program-level equivalence
classification that is neither Eq nor Neq. We are reusing ARDiff’s
implementation (Badihi et al., 2022) of the abstraction refinement step
that applies the three refinement heuristics described in Section 2.3.
For a more detailed description of these heuristics, we refer the reader
to the ARDiff paper by Badihi et al. (2020).

3.6. Program output

The data that is collected by PASDA is stored in an SQLite database
to make it easily available for further processing and analysis. For
example, Table 3 shows a subset of the partition-level data that PASDA
collects when checking equivalence of neq_v1 and neq_v2 from Listing
2. As described in Section 3.2, the collected data contains (𝑎) partition-
effects pairs for the two program versions (columns Path Condition
6

and Output v1/v2), (𝑏) equivalence information (columns Reachability
Classification, Output Classification, and Overall Classification), and (𝑐) in-
formation about the lines of code that are reached when executing the
two target programs with input values that satisfy the corresponding
path condition (columns Covered Lines v1/v2).

For runs that finish within the configured timeout, PASDA always
reports the data collected during its last iteration as the result of its
overall analysis. For runs that do not finish within the timeout, PASDA
either reports the data of (i) the last iteration 𝑖𝑛 (which did time out)
or (ii) the second-to-last iteration 𝑖𝑛−1 (which did not time out) based
on the following criteria: if 𝑖𝑛 is the only iteration or produces a non-
equivalence proof, the data of 𝑖𝑛 is reported. Otherwise, the data of
𝑖𝑛−1 is reported. This special logic is applied to avoid situations where
little to no data would be reported when a timeout occurs shortly after
a new iteration is started. Note that an equivalence proof can never
be produced for timed-out iterations because equivalence can only be
proven if all partitions are analyzed.

4. Evaluation

The goals of our evaluation are (i) to compare the equivalence
checking accuracy and runtime performance of PASDA to state-of-the-
art equivalence checking approaches, and (ii) to measure the accuracy
of PASDA’s best effort equivalence classification for undecided cases,
i.e., program pairs for which no non-/equivalence proof can be found.
In line with these goals, we define the following research questions:

• RQ1: What is the program-level equivalence classification accu-
racy of PASDA compared to existing equivalence checking ap-
proaches?

• RQ2: How accurate are PASDA’s best effort equivalence classifi-
cations of undecided cases?

• RQ3: How many partitions are classified as (maybe) non-/
equivalent by PASDA compared to PRV?

• RQ4: What is the runtime performance of PASDA compared to
existing equivalence checking approaches?

In the following, we first describe the tools included in our evalua-
tion in Section 4.1 and the benchmark cases on which the evaluation
was performed in Section 4.2. Throughout Sections 4.3–4.6, we then
describe the evaluation results corresponding to the four research
questions RQ1–RQ4.

4.1. Evaluated tools/approaches

The equivalence checking approaches that we included in our eval-
uation are PASDA, ARDiff (Badihi et al., 2020), DSE (Person et al.,
2008), and PRV (Böhme et al., 2013). Table 4 shows an overview of the
main properties along which these approaches can be differentiated.
ARDiff and DSE are both summary-based tools that introduce uninter-
preted functions (UIFs) as an abstraction for unchanged parts of the
source code. Furthermore, ARDiff iteratively refines these abstractions
to mitigate their drawbacks while preserving their benefits at the cost
of increased runtimes. PRV, on the other hand, is a partition-based
approach that does not introduce UIFs into the analyzed programs.
Our own approach, PASDA, is also partition-based, but does use UIFs
and UIF refinement. Additionally, PASDA newly introduces best effort
classification of undecided cases, which results in a classification of
Unknown results into Maybe_Eq, Maybe_Neq, and Unknown.

ARDiff. The publicly available implementation of ARDiff (Badihi et al.,
2022) was modified by us to fix two bugs that caused false positive
Neq results in the original ARDiff implementation for a small number
of cases. The first fix concerns the incorrect handling of temporary
variables introduced by SPF to hold the results of explicit and implicit
type casts between integers and doubles. The second fix concerns the
incorrect handling of programs that are depth limited for different input
partitions. We provide further details about the bugs and fixes in our

replication package (Glock et al., 2023).
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Table 3
Partition-level data collected by PASDA when checking equivalence of neq_v1 and neq_v2 shown in Listing 2.

# Path condition Covered lines Output Reachability Output Overall

v1 v2 v1 v2 classification class. class.

1 𝑥 < 0 2 8 1 2 Reachable Neq Neq
2 𝑥 = 0 2 8 1 2 Reachable Neq Neq
3 𝑥 > 0 ∧ 𝑥 < 9 ∧ 𝑡𝑎𝑛(𝑥) < 0 ∧ 𝑡𝑎𝑛(2𝑥) < 0 2, 3, 4 8, 9, 10 −1 −1 Maybe_Reach. Eq Eq
4 𝑥 > 0 ∧ 𝑥 < 9 ∧ 𝑡𝑎𝑛(𝑥) < 0 ∧ 𝑡𝑎𝑛(2𝑥) > 0 2, 3, 4 8, 9, 10 −1 0 Maybe_Reach. Neq Maybe_Neq
5 𝑥 > 0 ∧ 𝑥 < 9 ∧ 𝑡𝑎𝑛(𝑥) > 0 ∧ 𝑡𝑎𝑛(2𝑥) < 0 2, 3, 4 8, 9, 10 0 −1 Maybe_Reach. Neq Maybe_Neq
6 𝑥 > 0 ∧ 𝑥 < 9 ∧ 𝑡𝑎𝑛(𝑥) > 0 ∧ 𝑡𝑎𝑛(2𝑥) > 0 2, 3, 4 8, 9, 10 0 0 Maybe_Reach. Eq Eq
7 𝑥 > 0 ∧ 𝑥 = 9 ∧ 𝑡𝑎𝑛(𝑥) < 0 ∧ 𝑡𝑎𝑛(2𝑥) < 0 2, 3, 4 8, 9, 10 0 0 Maybe_Reach. Eq Eq
8 𝑥 > 0 ∧ 𝑥 > 9 2, 3 8, 9 𝑡𝑎𝑛(𝑥) 𝑡𝑎𝑛(2𝑥) Reachable Unknown Unknown
w
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Table 4
Properties of the evaluated equivalence checking approaches.

Tool Type UIFs UIF Maybe
refinement classes

PASDA Partition-based ✓ ✓ ✓

ARDiff Summary-based ✓ ✓ ✗

DSE Summary-based ✓ ✗ ✗

PRV Partition-based ✗ ✗ ✗

DSE. For DSE, we also used a fixed version of the tool that is based
on a reimplementation by Badihi et al. (2022). Use of the original
implementation of DSE is not possible since the tool is not publicly
available (Person et al., 2008; Badihi et al., 2020). The reimplemen-
tation by Badihi et al. faithfully reconstructs the equivalence checking
process described in the DSE paper by Person et al. (2008) but does not
include the calculation of behavioral deltas. The fixes that we applied
are the same as for ARDiff and are also available in our replication
package (Glock et al., 2023).

PRV. No publicly available implementation of PRV exists and we could
not get access to the tool by contacting the authors of the PRV paper.
We therefore used a variant of PASDA that exhibits the same basic
properties as PRV (see Table 4) as a proxy for PRV in our evaluation.
Specifically, this variant only performs PASDA’s first iteration and does
not include best effort classification of undecided cases. While the
absolute classification accuracies and runtimes of this variant are likely
different from the original PRV implementation, having this variant
allows us to compare the relative advantages and disadvantages of
PASDA’s extensions compared to a PRV-like baseline.

4.2. Benchmark programs

For our evaluation, we used the equivalence checking benchmark
built by Badihi et al. (2020) to evaluate ARDiff. The benchmark consists
of 141 Java program pairs (73 equivalent, 68 non-equivalent) with
seeded changes. All programs are single-threaded and deterministic,
and every program is implemented in a single Java class consisting of
one or more methods. Program sizes range from 8 lines of code (LOC) to
201 LOC, with an average size of 52.5 LOC. Program constructs used in
the benchmark include loops, method calls, and non-linear arithmetic,
but do not include recursion. Data types in the programs are limited to
integers and doubles. Other data types were not included by the authors
of the benchmark because SPF and Z3 only offer limited support for
non-primitive data types such as arrays, strings, and other classes.

4.3. RQ1: Equivalence classification accuracy

Setup. We collected the equivalence classification results for all 141
cases in the ARDiff benchmark for each of the four evaluated tools at
six different timeout settings: 10 seconds (s), 30 s, 90 s, 300 s, 900 s,
and 3600 s. To further improve confidence in the collected results,
we conducted five runs for each benchmark:tool:timeout combination,
7

resulting in a total of 16 920 runs across the 3384 five-run-groups. For
3360 of the five-run-groups, all five runs produced the same classifi-
cation result. For the remaining 24 groups – all of which produced
two different results across the five runs in the group – we report
the classification result produced by the majority of the runs as the
group result. Inter-group classification differences are generally caused
by slight runtime differences across the runs of a group, which affect
the analysis progress that can be made within the given timeout. Thus,
inter-group differences can be observed across all four evaluated tools
and all six evaluated timeout settings.

All experiments were run on a 2022 MacBook Air with M2 chip
and 24 GB of RAM. Java’s InitialHeapSize and MaxHeapSize settings

ere left at their default values of 384 MB (i.e., 1∕64th of RAM) and
GB (i.e., 1∕4th of RAM), respectively. The four tools were configured

o use a depth limit setting of 10, which we found to offer a good
rade-off between tool runtimes and result accuracy in our own testing.
ollected results were stored in an SQLite database and analyzed via
QL queries to produce the results of the evaluation. All collected data
nd the corresponding analysis scripts are available in our replication
ackage (Glock et al., 2023).

esults. Tables 5 and 6 show the program-level classification results
f the four tools. Overall, PASDA correctly classifies between 86 of
41 cases (61%) at the 10 s timeout and 104 of 141 cases (74%) at
he 3600 s timeout, with correctly classified cases at higher timeouts
eing (proper) supersets of those that are correctly classified at lower
imeouts. Looking at equivalent and non-equivalent cases separately,
e find that PASDA correctly classifies 38 of 73 (52%) equivalent and
8 of 68 (61%) non-equivalent cases when using a timeout setting of
0 s. This increases to 51 of 73 (70%) equivalent and 53 of 68 (78%)
on-equivalent cases at the 3600 s timeout setting. Most remaining
ases are classified as Unknown' (i.e., Maybe_Eq, Maybe_Neq or Unknown

for further details, see Section 4.4). Only a small minority of cases
re classified as Depth_Limited, Timeout or Error, with all Error classifica-

tions across all tools being caused exclusively by OutOfMemoryErrors.
No Eq cases are incorrectly classified as Neq or vice versa.

Compared to PRV, PASDA correctly classifies a higher number of
Eq cases (e.g., 38 vs. 34 at 10 s and 51 vs. 42 at 3600 s) and the
same number of Neq cases. In fact, the set of cases that is correctly
classified by PASDA is a (proper) superset of those that are correctly
classified by PRV. This is generally guaranteed by our experimental
setup (PRV is identical to the first iteration of PASDA). Nevertheless,
these results demonstrate that the use of UIFs and UIF refinement can
improve the classification accuracy of Eq cases for not only summary-
based tools – as demonstrated by ARDiff (Badihi et al., 2020) – but
also for partition-based tools such as PASDA, albeit at the cost of longer
runtimes (see Section 4.6). Neq cases, on the other hand, generally do
not benefit from abstraction via UIFs because it is usually not possible
to tell whether non-equivalences that were identified in the abstracted
programs (which overapproximate the original program behaviors) can
also be observed in the original programs.

Compared to ARDiff, PASDA correctly classifies more cases at all
timeout settings (e.g., 86 vs. 78 at 10 s and 104 vs. 86 at 3600 s).
For Eq cases, PASDA correctly classifies fewer cases than ARDiff at low

timeouts (e.g., 38 vs. 45 at 10 s) and more at high timeouts (e.g., 51
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Table 5
Program-level Eq, Neq, and Unknown' classifications of the four evaluated tools at the six evaluated timeout settings. To aid comparison across tools, Unknown' shows an aggregate
f Maybe_Eq, Maybe_Neq, and Unknown classifications for PASDA.
Tool Expected Eq Neq Unknown'

10 s 30 s 90 s 300 s 900 s 3600 s 10 s 30 s 90 s 300 s 900 s 3600 s 10 s 30 s 90 s 300 s 900 s 3600 s

PASDA Eq 38 41 45 47 50 51 0 0 0 0 0 0 32 31 27 25 23 22
PASDA Neq 0 0 0 0 0 0 48 50 50 52 52 53 17 17 17 15 16 14

ARDiff Eq 45 48 48 48 48 49 0 0 0 0 0 0 16 16 18 19 19 18
ARDiff Neq 0 0 0 0 0 0 33 35 35 36 37 37 27 26 26 24 22 21

DSE Eq 30 30 30 30 30 30 0 0 0 0 0 0 32 36 38 38 37 37
DSE Neq 0 0 0 0 0 0 21 21 21 21 21 21 39 40 40 40 40 41

PRV Eq 34 37 39 41 41 42 0 0 0 0 0 0 36 35 33 31 32 31
PRV Neq 0 0 0 0 0 0 48 50 50 52 52 53 17 17 17 15 16 15
Table 6
Program-level Depth_Limited, Timeout, and Error classifications of the four evaluated tools at the six evaluated timeout settings.

Tool Expected Depth_Limited Timeout Error

10 s 30 s 90 s 300 s 900 s 3600 s 10 s 30 s 90 s 300 s 900 s 3600 s 10 s 30 s 90 s 300 s 900 s 3600 s

PASDA Eq 1 0 0 1 0 0 2 1 1 0 0 0 0 0 0 0 0 0
PASDA Neq 1 0 0 1 0 0 2 1 1 0 0 0 0 0 0 0 0 1
ARDiff Eq 0 0 0 0 0 0 12 9 7 6 4 4 0 0 0 0 2 2
ARDiff Neq 0 0 0 0 0 0 8 7 7 7 6 5 0 0 0 1 3 5
DSE Eq 0 0 0 0 0 0 11 7 5 5 5 4 0 0 0 0 1 2
DSE Neq 0 0 0 0 0 0 8 7 7 7 6 5 0 0 0 0 1 1
PRV Eq 1 0 0 1 0 0 2 1 1 0 0 0 0 0 0 0 0 0
PRV Neq 1 0 0 1 0 0 2 1 1 0 0 0 0 0 0 0 0 0
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vs. 49 at 3600 s). For Neq cases, PASDA correctly classifies more cases
han ARDiff at all timeout settings (e.g., 48 vs. 33 at 10 s and 53
s. 37 at 3600 s). While there is significant overlap across the sets of
ases that are correctly classified by PASDA and ARDiff, neither is a
uperset of the other. For example, at the 300 s timeout, 44 of the 73 Eq
ases are correctly classified by both tools, whereas 3 are only correctly
lassified by PASDA and 4 are only correctly classified by ARDiff. At the
ame 300 s timeout, 35 of the 68 Neq cases are correctly classified by
oth tools, 17 only by PASDA, and 1 only by ARDiff. PASDA generally
erforms better than ARDiff on cases that are best analyzed without
bstraction, i.e., without using UIFs to represent unchanged parts of
he source code. This is because PASDA checks equivalence without
bstraction in its first iteration, whereas ARDiff does this in its last
teration (which generally is not reached within the given timeout).
n the other hand, PASDA generally performs worse than ARDiff for
q cases that ARDiff can fully analyze within the given timeout but
ASDA cannot due to its higher runtime requirements (see Section 4.6
or further details about runtime differences).

Compared to DSE, which is identical to ARDiff’s first iteration,
PASDA correctly classifies more Eq cases as well as more Neq cases
at all timeout settings. Intuitively, the comparatively low classification
accuracy of DSE can be attributed to the fact that DSE introduces
UIFs not only to replace complex program constructs that are difficult
to reason about (e.g., loops, non-linear arithmetic, etc.) but also for
simple ones (e.g., variable assignments, linear arithmetic, etc.). This re-
sults in unnecessary overapproximations that hinder non-/equivalence
proofs. PASDA and ARDiff mitigate these negative effects through their
abstraction refinement process as proposed by Badihi et al. (2020).
However, this comes at the cost of longer runtimes (see Section 4.6)
because multiple analysis iterations have to be performed to find an
appropriate level of abstraction.

Answer to RQ1: PASDA achieves an overall program-level equiva-
lence classification accuracy between 61% at the 10 s timeout setting
and 74% at the 3600 s timeout setting. Compared to the three existing
tools included in our analysis, which achieve classification accuracies
between 36–58% at the 10 s timeout setting and 36–67% at the
3600 s timeout setting, PASDA therefore correctly classifies a larger
number of cases at all six of the analyzed timeout settings.
8

o

4.4. RQ2: Best effort classification accuracy

Setup. To evaluate the accuracy of PASDA’s best effort equivalence
lassifications, we used the same basic setup as for RQ1. For the
urpose of accuracy calculations, we consider Maybe_Eq classifications

as correct if they are reported for Eq benchmark cases, and as incorrect
if they are reported for Neq benchmark cases. Similarly, we consider
Maybe_Neq classifications as correct when reported for Neq cases and
as incorrect when reported for Eq cases. To allow us to compare
the effectiveness of PASDA’s best effort classification approach across
different baselines, we retrofitted it to the three existing tools ARDiff,
DSE, and PRV. This causes a classification of their Unknown results into
Maybe_Eq, Maybe_Neq and Unknown. None of their other classifications
are affected by this change.

Results. Table 7 shows the best effort classification results for all
benchmark cases that were previously classified as Unknown (see
olumns Unknown' in Table 6). For PASDA, around 10%–15% of these
ases retain their Unknown classifications (e.g., 5 of 49 at the 10 s time-
ut and 4 of 36 at 3600 s), signifying that none of the fully analyzed
artitions provide any indication of potential non-/equivalence. Around
5%–80% of cases (e.g., 38 of 49 at 10 s and 27 of 36 at 3600 s) are
lassified as Maybe_Eq and 10%–25% are classified as Maybe_Neq (e.g., 6
f 49 at 10 s and 5 of 36 at 3600 s).

Among theMaybe_Eq cases, around 70%–75% are correctly classified
e.g., 28 of 38 at 10 s and 19 of 27 at 3600 s), whereas the remaining
5%–30% are incorrectly classified. Incorrect Maybe_Eq classifications
rise for the following two reasons: (i) the programs were only partially
nalyzed (due to the configured timeout and/or depth limit) and the
on-equivalent partitions were not reached by the analysis, (ii) the non-
quivalent partitions were reached by the analysis but non-equivalence
ould not be proven due to limitations of Z3, which we use for non-
equivalence checks. These reasons directly follow from the definitions
f our classification heuristics (see Sections 3.3 and 3.4) and could
hus potentially be improved upon through the use of a different set
f heuristics. We leave such refinements for future research.

Among the Maybe_Neq cases, fluctuations in classification accuracy
re higher than for Maybe_Eq cases, with correct classifications reaching
5%–85% across the different timeouts (e.g., 4 of 6 at 10 s and 4

f 5 at 3600 s). Incorrect Maybe_Neq classifications primarily arise
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Table 7
Program-level Maybe_Eq, Maybe_Neq, and Unknown classifications at the six evaluated timeout settings. ARDiff, DSE, and PRV were modified by us to differentiate between these
three classes for cases that were previously classified as Unknown.

Tool Expected Maybe_Eq Maybe_Neq Unknown

10 s 30 s 90 s 300 s 900 s 3600 s 10 s 30 s 90 s 300 s 900 s 3600 s 10 s 30 s 90 s 300 s 900 s 3600 s

PASDA Eq 28 28 23 19 20 19 2 2 3 4 1 1 2 1 1 2 2 2
PASDA Neq 10 9 8 7 7 8 4 4 5 5 5 4 3 4 4 3 4 2

ARDiff Eq 8 9 10 11 11 11 5 1 1 1 0 0 3 6 7 7 8 7
ARDiff Neq 2 2 2 2 2 2 16 10 10 8 7 6 9 14 14 14 13 13

DSE Eq 5 6 6 6 6 6 19 20 21 21 21 21 8 10 11 11 10 10
DSE Neq 2 2 2 2 2 2 32 33 33 33 34 35 5 5 5 5 4 4

PRV Eq 33 32 30 28 29 28 0 0 0 0 0 0 3 3 3 3 3 3
PRV Neq 11 10 9 8 8 8 2 2 3 3 3 3 4 5 5 4 5 4
Table 8
Occurrence frequencies of different partition-level classifications when running PASDA with a timeout setting of 300 s. Partition-level classifications (columns 4–9) that cannot
ccur for the corresponding program-level classification (column 3) are marked with a ‘‘–’’.
# Program-level Program-level Average % of ⟨Classification⟩ partitions per run

expected actual Eq Neq Maybe_Eq Maybe_Neq Unknown Depth_Limited

1 Eq Eq 100.0 – – – – –
2 Eq Maybe_Eq 67.3 – 0.0 – 0.9 31.8
3 Eq Maybe_Neq 54.8 – 1.9 21.9 1.9 19.6
4 Eq Unknown – – – – 100.0 0.0
5 Eq Depth_Limited – – – – – 100.0

6 Neq Neq 22.3 42.5 0.0 0.9 7.3 27.0
7 Neq Maybe_Eq 58.4 – 0.0 – 35.1 6.6
8 Neq Maybe_Neq 35.9 – 0.0 33.7 1.5 28.9
9 Neq Unknown – – – – 60.0 40.0

10 Neq Depth_Limited – – – – – 100.0

11 * * 50.8 20.5 0.1 3.5 6.1 18.9
p
r
o
a
h
T
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#
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when (i) the observed non-equivalent program behaviors only manifest
due to the overapproximations caused by the introduction of UIFs or
(ii) partitions with a reachability classification of Maybe_Reachable and
n output classification of Neq are actually Unreachable but could not be
roven to be so due to limitations of Z3, which we use for reachability
hecks. Again, the classification accuracy that is achieved for such cases
ould potentially be improved upon through the use of a different
et of classification heuristics. Alternatively, the concrete input values
hat are provided by PASDA to demonstrate non-equivalence could be
sed to check whether concrete executions of the two original program
ersions produce non-equivalent results for these inputs. If they do,
he result is a true positive. Otherwise, it is a false positive. Note that
his approach cannot be used to check the correctness of Maybe_Eq
lassifications. This is because, in the Maybe_Eq case, we need to prove

that the two programs are equivalent for all inputs, which cannot be
achieved by checking a single set of input values.

Best effort classification accuracies show similar trends for ARDiff,
DSE, and PRV as they do for PASDA. Specifically, correct classifications
re consistently above 60% for both Maybe_Eq and Maybe_Neq cases
t all timeout settings. For high timeout settings of ARDiff and all
imeout settings of PRV, classification accuracies of Maybe_Neq cases
ven reach 100%. However, this is not guaranteed in general, since PRV
an still produce false positive Maybe_Neq classifications in the presence
f incorrect Maybe_Reachable reachability classifications, and ARDiff

can additionally produce false positive Maybe_Neq classifications due
to overapproximations introduced by UIFs. ARDiff and DSE produce
moreMaybe_Neq results than PASDA and PRV because the two partition-
based tools can often prove the corresponding cases to be Neq instead.
Similarly, PASDA produces fewer Maybe_Eq results than PRV because it
can often prove them to be Eq instead.

As described in Section 3.4, program-level (best effort) classifications
are generally derived from partition-level (best effort) classifications
through a set of classification heuristics. Exceptions to this rule are (i)
runs during which an error occurs, which are always classified as Error,
and (ii) runs for which not even a single partition can be analyzed
9

within the given timeout, which are always classified as Timeout. For the
retrofitted variants of ARDiff and DSE, we consider the single program-
level equivalence check to be representative of a partition that covers
the whole input space. Otherwise, the same classification heuristics are
applied to produce (best effort) classification results.

To provide a better understanding of these heuristics, Table 8
shows how often each partition-level result is observed, on average,
across runs with a particular program-level classification when running
PASDA with a timeout setting of 300 s. By definition, a program-
level result of Eq is only reported when PASDA is able to analyze all
artitions within the given timeout and proves them all to be Eq (see
ow #1). Maybe_Eq is reported when some partitions are classified as Eq
r Maybe_Eq, but none are classified as Neq or Maybe_Neq (see rows #2
nd #7). Otherwise, cases are classified based on the partition with the
ighest priority, where Neq > Maybe_Neq > Unknown > Depth_Limited.
hus, program-level Neq cases are the only ones that can contain Neq
artitions, but might also contain all other types of partitions (see row
6). Similarly, Neq and Maybe_Neq cases are the only ones that can
ontain Maybe_Neq partitions (see rows #3, #6, and #8). Depth_Limited
ases, on the other hand, can only contain Depth_Limited partitions (see
ows #5 and #10), since any other partition-level result would force a
ifferent program-level classification to be chosen. For the same reason,
nknown cases can only contain Unknown and Depth_Limited partitions

see rows #4 and #9).

Answer to RQ2: Through the introduction of our best effort classifi-
cation approach, 65-80% of previously Unknown cases are classified
as Maybe_Eq, 10–25% as Maybe_Neq, and 10–15% retain their Un-
known classifications. Maybe_Eqs are correct for 70–75% of cases
across the six evaluated timeout settings between 10 s and 3600 s.
Maybe_Neqs are correct for 55–85% of cases. We observed similar best
effort classification accuracies when retrofitting PASDA’s best effort
classification approach to ARDiff, DSE and PRV.

4.5. RQ3: Partition-level non-/equivalence proofs

Setup. To answer RQ3, we executed PASDA and PRV five times each
for every case in the benchmark across each of the six timeout settings
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Table 9
Overall partition-level equivalence classification results of PASDA and PRV across the six analyzed timeout settings.

Tool Timeout (s) # Partitions Average % of ⟨Classification⟩ Partitions

Eq Neq Maybe_Eq Maybe_Neq Unknown Depth_Limited

PASDA 10 3298 52.5 23.1 0.0 2.8 5.3 16.3
PASDA 30 4724 47.8 20.7 0.1 2.1 6.0 23.2
PASDA 90 5155 52.6 20.0 0.1 3.2 6.1 18.0
PASDA 300 5502 50.8 20.5 0.1 3.5 6.1 18.9
PASDA 900 5430 52.3 20.9 0.1 1.3 6.1 19.3
PASDA 3600 5535 51.4 20.4 0.1 1.5 5.7 20.9

PRV 10 3500 51.4 21.8 – – 7.8 19.0
PRV 30 4804 47.8 20.4 – – 6.9 24.9
PRV 90 5361 49.6 19.2 – – 6.7 24.5
PRV 300 5727 47.8 19.7 – – 6.5 26.1
PRV 900 5768 47.7 19.6 – – 6.4 26.3
PRV 3600 5809 47.4 19.7 – – 6.4 26.5
of 10 s, 30 s, 90 s, 300 s, 900 s, and 3600 s. ARDiff and DSE are
not included in the partition-level analysis since neither tool produces
partition-level results. The remaining hardware and tool configurations
are the same as for RQ1.

Results. Table 9 provides an overview of the partition-level equiva-
lence classification results produced by PASDA and PRV across the six
analyzed timeout settings. In total, PASDA identifies 3298 partitions
cross the 705 runs (i.e., 5 runs for each of the 141 benchmark cases)
t the 10 s timeout setting. This number increases to 5535 partitions
t the 3600 s timeout setting, whereas PRV identifies between 3500
artitions at 10 s and 5809 at 3600 s. The number of reported partitions
s generally lower for PASDA than for PRV because of PASDA’s iterative
bstraction and refinement process. After all, partition counts can
ecrease if the data of the last (partially analyzed) iteration is reported
s PASDA’s analysis result (see Section 3.6), and partition counts can
urther fluctuate as UIFs are added and removed throughout PASDA’s

analysis process. This also explains why PASDA reports fewer partitions
when raising its timeout setting from 300 s to 900 s.

Partition counts across different benchmark cases are highly
skewed. For example, partition counts reported by PASDA at the
300 s timeout setting have a skewness value of 1.2 (mean: 7.8, me-
dian: 4, mode: 3), which indicates that most cases in the benchmark
have relatively few partitions, but some cases exist that have much
higher partition counts. High partition counts are most commonly
found among cases that contain (nested) loops and/or many (nested)
if constructs. Furthermore, Neq cases tend to have higher partition
counts than corresponding Eq cases. Intuitively, this is because the
introduction of semantic changes often causes some Eq partitions to
be split into multiple Eq and Neq subpartitions.

Looking at PASDA’s classification results, we find that it proves
50.8% of identified partitions to be Eq and 20.5% to be Neq at the
300 s timeout setting. For the remaining 28.7% of Maybe_Eq (0.1%),
Maybe_Neq (3.5%), Unknown (6.1%), and Depth_Limited (18.9%) parti-
tions, no non-/equivalence proofs can be provided due to (i) depth
limiting, (ii) UIF-induced overapproximations, and (iii) limitations of
Z3, which we use for reachability and non-/equivalence checks. As
timeouts are changed, the proportions held by the different classifi-
cations fluctuate by a few percentage points, but no clear upward or
downward trend emerges for any of them. However, since a larger
number of partitions is analyzed at higher timeouts, this means that
a larger part of the overall input space can be proven to be Eq or Neq,
or classified as either Maybe_Eq or Maybe_Neq. For example, only 452 of
705 runs (64%) finish at least one analysis iteration (i.e., fully analyze
the original programs without UIFs) at the 10 s timeout, whereas 620
(88%) runs finish at least one iteration at 3600 s.

Compared to PRV, PASDA provides (best effort) non-/equivalence
classifications for a larger percentage of identified partitions across
all six analyzed timeout settings. More specifically, PASDA classifies
0.0–4.6% more partitions as Eq, 0.3–1.3% more as Neq, 0.0–0.1% as
10

Maybe_Eq, and 1.5–3.2% as Maybe_Neq. Consequently, the percentage
of partitions for which no (best effort) non-/equivalence classifications
can be provided by PASDA is consistently lower than that of PRV,
reaching a 0.4–2.5% lower percentage of Unknown partitions and a 1.7–
7.2% lower percentage of Depth_Limited partitions. These results match
our expectations. After all, the introduction of UIFs intends to enable
Eq proofs for previously Unknown and Depth_Limited partitions, but can
also lead to an increase of other non-Depth_Limited classifications if no
Eq proof can be provided. Additionally, the introduction of best effort
classifications intends to replace some previously Unknown results with
Maybe_Eq or Maybe_Neq.

Answer to RQ3: Across the six analyzed timeout settings, PASDA
provides non-/equivalence proofs for 70.7–78.4% of identified parti-
tions, whereas PRV provides such proofs for 67.1–73.2% of identified
partitions. At identical timeout settings, PASDA therefore provides
non-/equivalence proofs for 2.5–7.4% more of the total partitions
than PRV. Additionally, PASDA provides best effort non-/equivalence
classifications for 1.4–3.6% of identified partitions, whereas PRV, by
design, cannot provide any best effort classifications.

4.6. RQ4: Runtime performance

Setup. To answer RQ4, we reused the basic setup from RQ1 described
before. Thus, each of the four tools was executed five times for each
benchmark case at each of the six analyzed timeout settings from 10 s
to 3600 s. Runtime measurements were taken for each processing step
of the four tools using a custom wrapper around the Apache Commons
StopWatch class (The Apache Software Foundation, 2007). On average,
there is around a 10% difference between the fastest and the slowest
run of each five-run-group. We present the runtime results based on the
median runtimes of each group to mitigate the influence of occasional
random outliers. The full runtime data is available in our replication
package (Glock et al., 2023).

Results. Fig. 2 shows the runtime distributions of the four analyzed
tools at timeout settings of 10 s, 300 s, and 3600 s. Note that the
measured runtimes are highly skewed for all tools, reaching skewness
values between 0.91 and 2.00 across the different tool:timeout com-
binations. Consequently, median runtimes remain largely unchanged
across the different timeouts, ranging from 2.2 s to 4.8 s across all tools.
Mean runtimes, on the other hand, increase significantly as timeouts
are raised. More specifically, they start at around 5 s for all tools at the
10 s timeout setting and go up to 300–700 s across the different tools
at the 3600 s setting.

For Eq cases, DSE generally has the shortest runtimes of all tools
because it only performs a single analysis iteration (whereas PASDA
and ARDiff perform multiple iterations) and often abstracts program
constructs such as loops that would otherwise be expensive to analyze
(whereas PRV does not use any abstraction). For Neq cases, PRV gener-
ally has the shortest runtimes because it only performs a single iteration
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Fig. 2. Runtime distributions of the four evaluated tools (PASDA, ARDiff, DSE, PRV) at timeout settings of 10 s, 300 s, and 3600 s per type of benchmark case (Eq vs. Neq).
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(whereas PASDA performs multiple iterations) and can provide non-
quivalence proofs without fully analyzing the two target programs
whereas ARDiff and DSE have to fully analyze the target programs).
ASDA has the longest runtimes for Eq cases and ARDiff for Neq cases.

On average, PASDA takes around 6%–17% longer to analyze the
ame cases than PRV. This holds for both Eq as well as Neq benchmark
ases at all timeout settings, though the difference in runtimes is
mallest at low timeouts and largest at high timeouts. Since PRV is
dentical to PASDA’s first iteration in our setup, runtime differences
an be attributed to the iterative abstraction refinement process used
y PASDA. At the 10 s timeout setting, PASDA performs more than
ne iteration for 18% of Eq and 9% of Neq cases. These numbers go

up as timeouts are increased because fewer cases are interrupted by
the timeout before the analysis reaches later iterations, which also
explains the larger runtime difference between PRV and PASDA at
higher timeouts. At the 3600 s timeout setting, PASDA performs more
than one iteration for 32% of Eq cases and 19% of Neq cases. The
number of cases for which PASDA runs into the timeout decreases from
42% of cases at 10 s to 18% at 3600 s.

Compared to ARDiff, PASDA is generally slower to provide equiva-
lence proofs but faster to provide non-equivalence proofs. More specif-
ically, for Eq cases that both tools classify correctly, PASDA takes, on
average, 20%–35% longer to produce equivalence proofs than ARDiff
across the different timeouts. The primary reason for this difference is
that ARDiff only executes all paths in each of the two target programs
once (𝑂(𝑚 + 𝑛)). PASDA, on the other hand, executes every path in
the second program once for every path in the first program (𝑂(𝑚 ⋅ 𝑛))
when symbolically executing the product program described in Listing
3. However, many paths are only partially explored because they are
quickly identified to be unreachable, which significantly reduces the
runtime impact caused by PASDA’s higher runtime complexity. For
Neq cases, ARDiff takes around 2–3 times as long to provide non-
equivalence proofs as PASDA does. This is mainly because ARDiff only
checks non-/equivalence after both programs have been fully explored
by the symbolic execution. PASDA, on the other hand, checks non-
/equivalence multiple times throughout its execution, i.e., every time
a single program path has been fully explored. Consequently, PASDA
can often provide a non-equivalence proof after having analyzed only
a small subset of all program paths.

Table 10 shows the average runtimes of PASDA’s processing steps
across the six analyzed timeout settings from 10 s to 3600 s. The
largest factor contributing to PASDA’s overall runtime is the symbolic
execution step, which takes an average of 4.5 s at the 10 s timeout
11
Table 10
Average runtimes of PASDAs processing steps at the six evaluated timeout settings.

Step Ø Runtime (s)

10 s 30 s 90 s 300 s 900 s 3600 s

Initialization 1.1 1.0 1.1 1.2 1.1 1.2
Instrumentation 0.2 0.3 0.3 0.3 0.3 0.4
Symb. Execution 4.5 11.4 26.4 67.1 147.3 454.3
Part. Classification 0.3 1.1 4.0 14.0 36.1 115.4
Prog. Classification 0.0 0.0 0.0 0.0 0.0 0.0
Abstr. Refinement 0.0 0.1 0.6 2.5 10.1 31.4
Finalization 0.0 0.0 0.0 0.0 0.0 0.0

setting and increases to 454.3 s at the 3600 s timeout setting. The
partition classification and abstraction refinement steps also show no-
ticeable runtime increases as timeouts are raised, reaching average
runtimes of 115.4 s and 31.4 s, respectively, at the 3600 s timeout.
Runtime requirements for the remaining steps of PASDA’s analysis
process (i.e., initialization, instrumentation, program classification, and
finalization) remain largely the same at around 1 s or less per step
across the different timeout settings. As such, they only affect PASDA’s
overall runtimes in relatively minor ways, particularly at higher time-
outs where the runtime requirements of symbolic execution, partition
classification, and abstraction refinement (all three of which involve
the use of constraint solving) are much larger.

Answer to RQ4: For Eq cases, ARDiff, DSE, and PRV generally have
10–50% shorter runtimes than PASDA. For Neq cases, PRV’s runtimes
are generally 5–15% shorter than PASDA’s whereas the runtimes of
ARDiff and DSE are often multiple times as long. The processing step
that makes up the largest portion of PASDA’s overall runtimes is the
symbolic execution step, followed by the partition classification step
and the abstraction refinement step.

5. Discussion

In the following subsections, we discuss the benefits that PASDA
rovides compared to existing equivalence checking approaches, out-
ine potential use cases for PASDA’s best effort equivalence classifica-

tions, and list possible threats to the validity of our results as well as
how we addressed them.
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5.1. Benefits of PASDA

As shown by our evaluation, there are two main dimensions along
which PASDA achieves measurable improvements compared the cur-
rent state-of-the-art for equivalence checking of software programs:
(i) PASDA provides non-/equivalence proofs for a larger percentage
of analyzed programs and partitions than existing tools (see RQ1 and
RQ3), and (ii) PASDA provides best effort equivalence classifications of
Maybe_Eq and Maybe_Neq for some programs and partitions that existing
tools simply classify as Unknown (see RQ2 and RQ3). PASDA achieves
these improvements at the cost of runtimes that are moderately longer
than those of existing tools (see RQ4). Increases in equivalence check-
ing accuracy directly benefit use cases that depend on equivalence
checking as part of their analysis process. Such use cases are quite
diverse, including the verification of compiler optimizations (Dahiya
and Bansal, 2017), refactoring assurance for developers (Person et al.,
2008), test suite amplification (Danglot et al., 2019), and many others
beyond those (see, e.g., Sun et al. (2016), Mora et al. (2018) and
Mercaldo and Santone (2021)).

Regarding the potential benefits of best effort equivalence clas-
sifications, it is important to note that these classifications always
arise as the result of a partial proof of non-/equivalence. After all, a
program-level result of Maybe_Eq is reported when PASDA proves that
the two target programs produce equivalent outputs for some partitions
but cannot provide a full equivalence proof because (i) some outputs
cannot be proven to be non-/equivalent (i.e., are Unknown) or (ii) some
partitions are not reached by PASDA’s analysis due to the used depth
limit or timeout settings. Similarly, a result of Maybe_Neq is reported
when PASDA cannot prove whether a specific path through the two
target programs is reachable by a concrete execution of the product
program but can prove that some outputs are non-equivalent iff the
path is reachable (or vice versa). As such, the introduction of best effort
equivalence classifications leads to a more complete description of the
overall program behavior than would be achieved without them.

5.2. Potential use cases for best effort classifications

Based on the understanding that best effort equivalence classifica-
tions are always supported by a partial non-/equivalence proof, we
envision the potential use cases for this information to include, for
example, test case prioritization (Khatibsyarbini et al., 2018), fault
localization (Wong et al., 2016), and general support for manual de-
bugging tasks. What these use cases have in common is that they all
benefit from more complete descriptions of program behaviors even in
the absence of full non-/equivalence proofs. In the following, we discuss
how the information provided by PASDA could be integrated into
corresponding approaches to improve the results that they produce. A
more in-depth investigation of the derived benefits is beyond the scope
of this paper and therefore left for future work.

Test case prioritization. In test case prioritization, a commonly targeted
goal is to execute tests that are likely to reveal regressions as early as
possible in the execution of a given test suite (Khatibsyarbini et al.,
2018). Partition-level equivalence checking results can be used to
achieve this goal by prioritizing tests whose input values fall within
input partitions that are classified as Neq over those that are classified
as Unknown and, lastly, Eq. Best effort classifications enable a better
informed ranking approach that additionally prioritizes Maybe_Neq par-
titions over Unknown and Maybe_Eq ones, resulting in a prioritization of
Neq > Maybe_Neq > Unknown > Maybe_Eq > Eq. For example, assuming a
test suite for the non-equivalent programs in Listing 2 exists, test cases
that use inputs that match path conditions #1 or #2 (Neq) in Table 3
should be executed first. Next, test cases matching partitions #4 or
#5 (Maybe_Neq) should be executed, followed by test cases matching
12

partition #8 (Unknown), and finally #3, #6, or #7 (Eq). E
Fault localization. The goal of fault localization approaches is to iden-
tify parts of the source code that are likely to be the root cause
of observed program crashes or test failures (Wong et al., 2016).
Commonly, this is achieved through spectrum-based fault localization
approaches that assign a suspiciousness value to each line of code based
on the number of times the line is executed in passing and failing
tests (Idrees and Beszédes, 2022). Partition-level equivalence checking
results can be used instead of test outcomes by using the number of
times a line is covered by Eq and Neq partitions to replace successful
and failing test execution counts. For example, we can use 𝑠 = 𝑁𝑐𝑓 +
𝑁𝑢𝑠 (Wong et al., 2016) as our test outcome-based suspiciousness
formula. Here, 𝑁𝑐𝑓 is the number of failing tests that cover a line,
and 𝑁𝑢𝑠 is the number of successful tests that do not cover the same
ine. This formula can be transformed to 𝑠 = 𝑁𝑐𝑁𝐸𝑄 + 𝑁𝑢𝐸𝑄, where
𝑐𝑁𝐸𝑄 and 𝑁𝑢𝐸𝑄 are the number of Neq and Eq partitions a line is (not)

overed by. To integrate best effort classifications into this formula, we
ould further transform it to 𝑠 = 𝑁𝑐𝑁𝐸𝑄 + 𝑤1 ⋅ 𝑁𝑐𝑀𝐴𝑌 𝐵𝐸_𝑁𝐸𝑄 + 𝑤2 ⋅

𝑢𝑀𝐴𝑌 𝐵𝐸_𝐸𝑄 + 𝑁𝑢𝐸𝑄. Here, 𝑁𝑐𝑀𝐴𝑌 𝐵𝐸_𝑁𝐸𝑄 and 𝑁𝑢𝑀𝐴𝑌 𝐵𝐸_𝐸𝑄 are the
umber of Maybe_Neq and Maybe_Eq partitions a line is (not) covered
y. These are modified by two weighting factors 𝑤1 and 𝑤2 to account
or the uncertainty associated with best effort classification results.

anual debugging. To aid manual debugging processes, PASDA outputs
arious partition-level information alongside its program-level equiva-
ence checking classifications (see Section 3.6). Such information has
een found to benefit developers’ understanding of program behav-
ors and program analysis results by multiple existing studies with
evelopers (LaToza and Myers, 2010; Parnin and Orso, 2011; Winter
t al., 2022). While the reported information is most comprehensive
f non-/equivalence can be proven, PASDA still provides parts of it
ven in the absence of an overall non-/equivalence proof. For example,
program-level classification of Maybe_Eq is always accompanied by

artition-level equivalence proofs for some (but not all) of a program’s
nput space. Similarly, a partition-level classification of Maybe_Neq al-
ays contains a proof of either reachability or output non-equivalence

but not both). As a practical example of these properties, we can
bserve that PASDA classifies the two equivalent programs in Listing 1
s Maybe_Eq. To support this classification, PASDA provides partition-
evel equivalence proofs as well as line coverage information for all
nput values up to a pre-configured depth limit for loop exploration.
n contrast, ARDiff (Badihi et al., 2020) classifies these programs as
nknown and does not provide any further information beyond this.
imilarly, given the two non-equivalent programs in Listing 2, PASDA
lassifies partitions #4 and #5 shown in Table 3 as Maybe_Neq and
rovides output non-equivalence proofs as well as line coverage in-
ormation for both of them. PRV (Böhme et al., 2013), on the other
and, classifies these partitions as Unknown and does not provide any
dditional information for them.

.3. Threats to validity

onstruct validity. Benchmarking is widely established as one of the
ain methodologies for comparing the runtime performance and ac-

uracy of newly developed approaches to the state-of-the-art. We used
well established benchmark (Badihi et al., 2020) that was also used

y ARDiff to measure the accuracy and runtime performance of our ap-
roach, thus demonstrating our approach’s effectiveness and efficiency
n an evidence-based and reproducible way.

nternal validity. To mitigate threats to the internal validity of our re-
ults, we manually validated the outputs (program-level and partition-
evel equivalence classifications, partition-effects pairs, coverage in-
ormation, etc.) produced by the four tools for a random sample of
nvestigated cases. During this validation, we did not identify any
utputs that we would deem incorrect. The results of this manual
alidation are further supported by the results of our evaluation, which
emonstrate that neither of the analyzed tools produced false positive

q or Neq classifications for any of the analyzed cases.
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External validity. Our findings might not generalize to cases beyond
hose that we investigated in our evaluation. To mitigate this threat,
e conducted our evaluation based on the existing ARDiff bench-

mark (Badihi et al., 2020), which was itself constructed by combining
and extending multiple smaller benchmarks for symbolic execution-
based equivalence checking. Still, certain program constructs such as
recursion, strings, and arrays, which are difficult for symbolic execu-
tion and automated decision procedures to reason about, are missing
from the benchmark, which limits the generalizability of our results.
In particular, our results are unlikely to generalize to (larger) real-
world cases due to the inherent limitations of the underlying decision
procedures (see Section 2.1), though we share this limitation with all
existing equivalence checking approaches.

6. Related work

As described throughout this paper, we reuse several ideas that
were originally proposed by the authors of DSE (Person et al., 2008),
ARDiff (Badihi et al., 2020), and PRV (Böhme et al., 2013) in our
approach. For example, like DSE, we also replace unchanged parts of
the source code with UIFs. Furthermore, like ARDiff, we iteratively
refine the set of introduced UIFs to improve overall equivalence check-
ing accuracy. Finally, like PRV, we conduct a partition-based analysis
of the two target programs. Additionally, PASDA provides best effort
equivalence classifications for cases that it cannot prove to be either
equivalent or non-equivalent, whereas existing approaches such as UC-
KLEE (Ramos and Engler, 2011), PEQcheck (Jakobs, 2021), and many
more that have been developed throughout the years (e.g., Godlin and
Strichman (2009), Backes et al. (2013), Beyer et al. (2013), Felsing
et al. (2014) and Fedyukovich et al. (2016)) classify such cases as
Unknown and do not provide any further information beyond this.

To further improve the utility of its outputs, PASDA provides sup-
porting information alongside its (best effort) equivalence classification
results. This information includes partition-level equivalence checking
results as well as execution traces and concrete and symbolic inputs and
outputs. Similar information is provided by some existing equivalence
checking approaches. For example, PRV (Böhme et al., 2013) also pro-
vides partition-level equivalence checking results. DSE (Person et al.,
2008) and DiSE (Person et al., 2011; Yang et al., 2014) both provide
behavioral deltas for non-equivalent partitions. Furthermore, Mercer
et al. (2012) present an extension for Java PathFinder (Havelund
and Pressburger, 2000; The Java PathFinder Contributors, 2005) that
visualizes program statements that DiSE identifies to be impacted by
identified changes via highlighting of source code and control flow
graphs. Symdiff (Lahiri et al., 2012) provides a set of concrete inputs
that demonstrates non-equivalence, and highlights the corresponding
execution paths in the source code. Partush and Yahav (2014) use ab-
stract interpretation (Cousot and Cousot, 1977) to characterize changed
as well as unchanged program behavior.

Various other approaches exist that offer different representations
of software changes but do not provide functional non-/equivalence
proofs. For example, Le and Pattison (2014) propose multiversion
interprocedural control flow graphs to represent changes in control
flow across any number of program versions. LSdiff offers mechanisms
that can group related changes and describe identified inconsisten-
cies within these groups (Kim and Notkin, 2009). Dex applies graph
differencing to semantic graphs of programs and calculates summary
statistics from the differencing results (Raghavan et al., 2004). Further-
more, software evolution management tools such as Diffbase (Wu et al.,
2021b) and EvoMe (Wu et al., 2021a) provide platforms for processing,
storage, and exchange of change information about software programs
across different analyses, and offer search features to make access to
this data more convenient and less time consuming (Di Grazia et al.,
2022). Integrating PASDA’s change information into such a tool might
13

be a fruitful direction for future work.
Additional improvements of PASDA’s accuracy and runtime per-
formance could potentially be achieved through the integration of
optimizations proposed by other equivalence checking, regression veri-
fication, and symbolic execution approaches. For example, improved
path selection techniques such as the ones proposed by directed in-
cremental symbolic execution (Yang et al., 2014) and shadow sym-
bolic execution (Kuchta et al., 2018) could be used to prioritize paths
that exercise changed parts of the source code. Summarization tech-
niques for loops (Godefroid and Luchaup, 2011) and other program
regions (Sharma et al., 2020) could be added to alleviate the path
explosion problem. Furthermore, PASDA’s analysis algorithm could be
adapted to rely not only on symbolic execution, but to also include
other analysis techniques such as fuzzing, a combination with which
HyDiff (Noller et al., 2020) achieved promising results. However, such
optimizations are largely orthogonal to PASDA’s best effort equiva-
lence classifications. After all, equivalence checking is undecidable
in general (Godlin and Strichman, 2009). Thus, there will always be
programs and partitions for which no overall non-/equivalence proof
can be provided and which, therefore, might benefit from best effort
equivalence classifications and corresponding partial non-/equivalence
proofs as reported by PASDA.

7. Conclusions

We presented PASDA, our partition-based semantic differencing
pproach with best effort classification of undecided cases. PASDA
onducts multiple analysis iterations in which it aggregates partition-
evel equivalence checking results obtained by symbolically execut-
ng a product program created from two target programs to produce
rogram-level equivalence classifications. If neither equivalence nor
on-equivalence can be formally proven, PASDA employs a set of
lassification heuristics to produce a best effort equivalence classifica-
ion instead. To further improve the utility of its results, PASDA aims

to provide additional supporting information consisting of execution
traces and concrete and symbolic inputs and outputs along with its
equivalence classification results.

To evaluate PASDA’s equivalence checking accuracy and runtime
erformance, we used an existing equivalence checking benchmark
Badihi et al., 2020) and compared the results to three state-of-the-
rt equivalence checking approaches (i.e., DSE (Person et al., 2008),
RDiff (Badihi et al., 2020), and PRV (Böhme et al., 2013)). PASDA
as able to provide non-/equivalence proofs for 61%–74% of cases in

he benchmark at timeout settings from 10 s to 3600 s, thus achieving
quivalence checking accuracies that are 3%–7% higher than the best
esults achieved by the three existing tools. Furthermore, PASDA’s

best effort classifications were correct for 70%–75% of equivalent and
55%–85% of non-equivalent cases across the different timeouts.

Our evaluation results demonstrate that PASDA can provide more
omplete descriptions of analyzed program pairs than existing ap-
roaches through (i) its increased equivalence checking accuracy and
ii) the best effort equivalence classifications that are newly introduced
y it. Increases in equivalence checking accuracy, i.e., in the percentage
f cases that can be proven to be non-/equivalent, directly benefit
xisting use cases that rely on equivalence checking such as test ampli-
ication (Danglot et al., 2019) and refactoring assurance for developers
Person et al., 2008). Since best effort equivalence classifications al-
ays arise as the result of partial non-/equivalence proofs, we envision

hat they will benefit use cases such as test case prioritization, fault
ocalization, and general support for manual debugging tasks. All these
asks benefit from more complete descriptions of program behaviors
ven in the absence of full non-/equivalence proofs.

In our future work, we plan to conduct more detailed investigations
f the benefits that can be derived from the information that PASDA
rovides in the context of the aforementioned use cases. Especially
n the manual debugging context, further studies with developers are
eeded to identify (i) which parts of PASDA’s information are useful for

developers during different steps of the debugging process and (ii) how

to appropriately present this information to them.
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