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ABSTRACT
More than two decades ago, researchers started to mine the data
stored in software repositories to help software developers in mak-
ing informed decisions for developing and testing software systems.
Bug prediction was one of the most promising and popular research
directions that uses the data stored in software repositories to pre-
dict the bug-proneness or number of bugs in source files. On that
topic and as part of Emanuel’s PhD studies, we submitted a paper
with the title Comparing fine-grained source code changes and code
churn for bug prediction [8] to the 8th Working Conference on Min-
ing Software Engineering, held 2011 in beautiful Honolulu, Hawaii.
Ten years later, it got selected as one of the finalists to receive the
MSR 2021 Most Influential Paper Award. In the following, we pro-
vide a retrospective on our work, describing the road to publishing
this paper, its impact in the field of bug prediction, and the road
ahead.
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1 SETTING THE SCENE
State-of-the-art approaches in bug prediction 10–15 years ago typi-
cally used traditional machine learning algorithms, such as linear
regression, binary logistic regression, decision trees, or support
vector machine, fed with code metrics and/or process metrics to
train models to predict the bug-proneness of source files. Several
such approaches have been proposed by researchers that combined
different metrics and machine learning algorithms. Furthermore,
studies such as by Moser et al. [15], found out that process metrics
perform explicitly well. Regarding process metrics, Nagappan et
al. [16] published a seminal work in 2005, in which they show that
the relative code churn (sum of lines added, deleted and modified
weighted by the total lines of code) is a significant indicator for
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buggy source files. This approach represented the state-of-the-art
in bug prediction at that time.

A key ingredient for training prediction models is a large amount
of cleansed data for training, testing, and validating the models.
In our research group at the University of Zurich we had access
to such data that we mined with the Evolizer platform [6]. Most
important for our work has been the ChangeDistiller [5], a key com-
ponent of Evolizer, that is capable of mining detailed information
on code changes from versioning archives. In contrast to traditional
line-based differencing, such as used for computing code churn,
ChangeDistiller applies tree-based differencing to two versions of
a source file to capture syntactical and some semantical informa-
tion on code changes. For that it classifies the extracted changes
according to its change type taxonomy that consists of more than
45 different changes types. For instance, it can capture changes
that inserted, modified, or deleted an if-statement. This way it also
filters formatting changes that can bias the code churn.

Motivated by previous work and by the availability of the more
detailed information on code changes (in the following denoted as
SCC), we hypothesized to improve existing prediction models, in
particular the ones that use code churn (in the following denoted
as LM) as a predictor. Using the data from 15 Eclipse plugins, we
investigated the following three hypotheses:

H1: SCC does have a stronger correlation with the number of
bugs than LM.

H2: SCC achieves better performance to classify source files into
bug- and not bug-prone files than LM.

H3: SCC achieves better performance when predicting the num-
ber of bugs in source files than LM.

2 RUNNING THE EXPERIMENTS
As a first step, we used Evolizer and ChangeDistiller to prepare the
dataset for our experiments. Figure 1 depicts an overview of these
steps.

First, we used Evolizer to fetch and process all the log entries
for each source file and to compute the LM for each file revision.
Second, we used Evolizer to search the commit messages of the log
entries for references to bug reports and compute the number of
bugs per file revision. Third, we used ChangeDistiller to extract the
code changes between pairs of subsequent revisions and counted
the number of changes for each change type per file revision. Both,
Evolizer and ChangeDistiller, store the results into the Evolizer data-
base, that made it easy for us to compute the features for training
the prediction models. Note, both tools are still publicly available,
though maintenance for the Evolizer platform has stopped.
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Figure 1: Overview of the data extraction process.

Following good practices for conducting empirical studies, we
first had a look at the descriptive statistics and distribution of our
data. We soon found out that several change types occurred very
rarely, therefore, we decided to aggregate the change types to 9
change type categories with the hope to obtain more balanced
numbers. Next, we investigated whether the change type categories
exhibit a stronger correlation with the number of bugs than LM.
Computing the Spearman correlation with the numbers summed
up for each file over the full observation period, we found that this
is true for the aggregated number of changes (SCC) leading us to
accept hypothesis H1. Note, this result was a strong indicator that
the number of changes might contain more valuable information
to predict the bug-proneness of source files and even the number
of bugs than LM.

Next, we investigated hypothesis H2 by computing prediction
models for each project, once with LM and once with SCC using
binary logistic regression and 10-fold cross validation. The results in
terms of precision, recall, and AUC all show that the models, except
for the Eclipse Help plugin, trained with SCC outperformed the
models trained with LM with amedian𝐴𝑈𝐶𝑆𝐶𝐶 of 0.90 vs. a median
𝐴𝑈𝐶𝐿𝑀 of 0.85. We also found that neither considering the single
change type categories nor consideringmultiple other classifiers did
help to improve the AUC values. Finally, we investigated hypothesis
H3 by fitting an asymptotic model to estimate the number of bugs
based on the number of changes, again once using LM and once
using SCC. For each project, the model trained with SCC showed
a higher 𝑅2 value confirming our assumption that SCC has more
explanatory power compared to LM. For more details, we refer the
reader to our original paper [8].

Summing up the results, the key take away message from this
paper is: SCC contains more detailed information on code changes
therefore has more explanatory power than code churn for predicting
the bug-proneness of source files. Consequently, future studies should
use SCC instead of code churn. Whether they did that and why not
is discussed next.

3 WHAT IS THE IMPACT?
Addressing the question from the previous section, we had a look
at the citations for our paper on google scholar. We found that our
work received a constant number of citations each year with peaks

in the years 2012–2015. Looking at a sample of these works, we
found that our work mainly inspired and impacted research on: 1)
using detailed information on code changes to improve program
repair e.g., [14], patch propagation [12] and merge support, [2];
2) further improving bug/defect prediction, e.g., [1, 3, 7, 13, 17]; 3)
being careful when choosing a machine learning technique and
checking the assumptions/prerequisites for using that technique,
e.g., [9, 10]; and 4) diverse other studies, such as on the repeti-
tiveness of code changes [18], antipatterns in source code [19],
plagiarism detection [11], and taint analysis [20].

Regarding our question whether these studies favored fine-grai-
ned changes over code churn, we found no clear answer. While
several studies follow or support the key take away message of
our paper, such as [2, 12, 14], several other studies, such as [13,
17], also cited our work to motivate the usage of code churn. The
reason seems to be that code churn is a measure that can be easily
obtained while the extraction of fine-grained code changes needs
more sophisticated techniques, such as a parser, that needs to be
provided for each programming language.

4 MOVING FORWARD
In our opinion, the most promising road ahead is the research on
techniques and tools that use detailed information on code changes
to automate some of the recurring development activities, such
as automatically fixing (simple) bugs or regression test selection,
or to support software developers, for instance, in understanding
changes and their impact. Key for walking this research road is
the availability of detailed information on code changes. Since
the introduction of ChangeDistiller [5], several other approaches
for extracting detailed information on code changes have been
introduced.Most notable is the GumTree framework [4] and various
improvements of it that support other programming languages.
However, there is still lots of room for improving these tools, for
instance to support the variety of technologies that are used to
develop modern software systems, such as cloud native applications.
These are some of the topics, that we are currently working on and
that will keep us busy for the next couple of years.
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